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Agenda

*\Welcome & introduction

*Dimensioning very high density networks
*80-MHz vs. 40-MHz vs. 20-MHz channels
*Use of DFS channels

*Basic RF design for very high density areas
Example: Adjacent large auditoriums
*Q&A
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Based on Aruba’s Very High Density VRD

— Technology & Methodology Scenarios
{ _______________________ \
Planning . .
1T Guide WHAT Large Al
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i |
Customer Engineers \ - - - - | TR v
Partner & ArU ba SES cOnﬁguration “HOW?”
Install Technicians Guide
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http://community.arubanetworks.com/t5/Validated-Reference-Design/Very-
High-Density-802-11ac-Networks-Validated-Reference-Design/ta-p/230891
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How Far We’ve Come

Waiting for the new Pope in St. Peter’s Square

—“Coverage” WLANs came first

—These evolved into “Capacity”
WLANSs (with limited HD zones)

—250m2 / 2500 ft2 = 25 devices per cell

—BYOD made every capacity WLAN a
high-density network

—3 devices/person = 75 per cell

—HD WLANSs from 2015 are now very
high-density (VHD)
—100+ devices per “cell’. Devices may

be associated to multiple BSS
operators in same RF domain.

NBC Today Show, February, 2013, http://instagram.com/p/W2BuMLQLRB/
#ArubaAirheads 5
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Dimensioning VHD Systems
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Aruba VHD Dimensioning Methodology

Device Dimensioning WLAN Dimensioning Infrastructure Dimensioning

Choose Key Metrics APCount Edge
" Dimensioning

Associated Device Core
Capacity Dimensioning Dimensioning

Address Space Server
Dimensioning Dimensioning

WAN Edge
Dimensioning

VHD_002
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Step 1- Key Design Criteria for Typical VHD WLAN

Seating capacity Number of people the facility can hold. Varies

Average devices per person Typical number of discrete Wi-Fi enabled devices carried by a 1to5
person visiting the VHD facility.

Take rate Percentage of seating capacity with an active Wi-Fi device. 50% - 100%

Associated device capacity (ADC) Take rate multiplied by the average number of Wi-Fi enabled Varies

devices per person.

Seats or area covered per AP How many square meters (square feet) or seats each AP must Varies
serve - essentially the physical size of a radio cell.

Associated devices per radio The design target of how many associated devices should be 150
served by each radio on an AP.

Average single-user goodput What is the minimum allowable per-user bandwidth when multiple ' 512 Kbps to 2 Mbps
users are attempting to use the same AP?

5 GHz vs. 2.4 GHz split Distribution of clients across the two bands. 5 GHz: 75%
2.4 GHz: 25%

Ny AIRHEADS
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Step 2 — Estimate ADC

 Start with the seating / standing capacity of the VHD area to be covered
* Then estimate the take rate (50% is a common minimum)

« Choose the number of devices expected per person. This varies by venue type.
It might be lower in a stadium and higher in a university lecture hall or
convention center salon.

— For example, 50% of a 70,000 seat stadium would be 35,000 devices assuming each user
has a single device

— 100% of a 1,000 seat lecture hall where every student has an average of 2.5 devices
would have an ADC equal to 2,500

* More users should be on 5-GHz than 2.4-GHz. ADC should be computed by
frequency band. In general you should target a ratio of 75% / 25%.

» Association demand is assumed to be evenly distributed throughout the
_coverage space.

‘Y meeTup #ArubaAirheads 9
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Step 3 — Address Dimensioning

Table P2-2 Sample ADC and Address Space Estimates for Indoor 20,000 Seat Arena

User Group Devices (Now) | Devices (Future) %5 GHz %2.4 GHz T
Subnet Size

5,000 10,000

SHEEE (25% take rate) (50% take rate) =5 e g
Staff 100 | 300 | 100% | 0% | /23
| Ticketing | 50 \ 100 | 100% | 0% | 124
POS 50 | 200 | 100% | 0% | 124
Team 15 | 100 | 100% | 0% | 124
TOTAL 5,215 | 10,700 8,200 2,500 | -

O
(\Z AIRHEADS
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Step 4 — Estimate AP Count

Associated Device Capacity (5 GHz)
Max Associations Per Radio

AP Count = 5-GHz Radio Count =

*Plan for 150 associations per radio, and 300 per AP

* ArubaOS supports up to 255 per radio
* 150 = 60% loading with 40% headroom

* All VHD areas experience inrush/outrush
 Planning for extra headroom allows for user “breathing”

*Remember to increase max users in SSID profile

‘& meeTupr #ArubaAirheads 11



Step 5 — Dimension Controllers That Terminate APs

*Up to 32K users,
platform size must be
>=ADC

Redundant PSU are
critical (do not use
7205 or 70XX series)

* Active/active
redundancy

Maximum number of LAN-connected
access points

Active firewall sessions

Firewall throughput

AES encrypted firewall throughput
MAC Addresses per VLAN

FW Session Creation Rate (1000 sessions/sec)

802.1x Auth Rate (transaction/sec), EAP ON
| 802.1x Auth Rate (transaction/sec), EAP OFF

| captive Portals (transactions/sec), 2K bit

10 Gigabit Ethernet ports (SFP+)

—

O
2’9 AIRHEADS
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7210

20 Ghps
6 Gbps

64000

2,015,291
40 Gbps
20 Gbps
128000

40 Gbps
40 Gbhps
128000
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Step 5 — Sizing for ADCs Over 32K

*VHD areas with ADC >= 32K must be split across two or
more separate local controller HA pairs

Table P2-5 Example Controller Requirements for Stadiums of Different Size

Facility Example Associated Device Count Controller Solution

Basketball, Hockey 16K - 32K two pairs of Aruba 7210
Baseball, Soccer 32K - 48K two pairs of Aruba 7220
NFL Football, Soccer 48K - 64K two pairs of Aruba 7240
College Football, Soccer 65K - 96K three pairs of Aruba 7240
NASCAR 96K - 250K one pair of Aruba 7240

for every 32K devices

O,
(\g AIRHEADS
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Step 5 — Sizing Master Controllers

* Terminating APs on master in master/local cluster is OK up
to 16K users (arbitrary threshold — use your judgment)

* Use dedicated masters for ADC > 48K users

7210 recommended for dedicated masters, otherwise size
based on ADC if terminating APs

‘& meeTupr #ArubaAirheads 14



EE————
Step 6 — Edge Dimensioning

* Full non-blocking 1GE ports downstream to APs
*Full 802.3at PoE with 30W on all ports

 Cat-6A cabling

*2x10GE uplinks for redundant core connects
*Most IDFs in stadiums serve 10-20 APs

*Highest rate 1 radio can generate with 4SS VHT20 is 346.7
Mbps

‘& meeTupr #ArubaAirheads 15
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Step 7 — Core Dimensioning

*Verify that ARP cache and forwarding tables in core
switches are large enough to handle big flat user VLAN

* Controller-to-core uplinks are sized at 2X the WAN
throughput computed in the capacity plan

*1-2 Gbps OTA = 2-4 Gbps on controller uplink
*Do not make controller default gateway
First hop redundancy is critical

Y. AIRHEADS
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Step 8 — Server Dimensioning

* DHCP/DNS - key metric is transaction time.

 Should be <= 5ms.

* This is MUCH more critical than transaction rate.

* Model at 5% of seating capacity over 5 minutes
* 18K arena * 5% / 300 seconds = 3 discovers per second

 Carrier-grade DHCP/DNS servers strongly recommended (Infoblox)
 Lease times should be 2X duration of event (8 hours suggested)
* Model DNS at 1 request/device/second

 Captive portal rate = DHCP arrival rate
* RADIUS loads depend on whether guests using 802.1X

‘'~ meeTur #ArubaAirheads 17
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Step 9 — WAN Edge Dimensioning

* WAN uplink bandwidth is estimated using the Aruba Total
System Throughput process

*Minimum BW is dual, load-balanced 1Gbps links for a
country with 20+ channels in 5-GHz using all/most DFS
channels

 Any VHD area with 20+ APs should easily be able to generate
1Gbps of load

*\WAN uplinks >2Gbps may be required if RF spatial reuse is
being attempted

* All edge equipment must be fully HA
“ %LETEPEJA[‘ #ArubaAirheads 18



80-MHz vs. 40-MHz vs. 20-MHz
Channel Widths




Worldwide Channel Availability at 1/1/2018

Channel Frequency S:;é:t:%:‘:sr Brazil &E‘T'(';o ey K?:gi:,:dm LTET Y ::a“‘gz 51.'#:22 Israel China Japan Korea |Singapore| Taiwan | Australia Ze’:md
5180 Yes Indoors || Indoors  Indoors Yes Indoors  Indoors  Indoors ffIndoors  Indoors  Indoors Yes No Indoors  Indoors 8 i n d OO r
5200 Yes Indoors | Indoors  Indoors Yes Indoors  Indoors  Indoors J Indoors  Indoors  Indoors Yes No Indoors  Indoors .
5220 RS Indoors | Indoors  Indoors Yes Indoors  Indoors  Indoors [ Indoors  Indoors  Indoors Yes No Indoors  Indoors C h a n n e I S I n
5240 Yes Indoors | Indoors  indoors Yes Indoors  Indoors  Indoors JIndoors  Indoors | indoors Yes s
ors | Dot ] OOt Dot ves | BN BTN DYOTR IS TEETR DFS/TPC E M EA

indoors/ | Indoors/  Indoors/ indoors/ | Indoors/  Indoors/ QMindoors/  Indoors/ ‘ Indoors/
DFS | pespc] DFS/TPC | DFSPC - Y8 | DES/TPC | DFS/TPC | DFS/TPC (JDFS/TPC | DFs;ipc | DFSATPC | DFSATRC - Yes | ppoypc | DFS/TRC

indoors/ | Indoors/ | Indoors/ indoors/ | Indoors/ | Indoors/ [indoors/  Indoors/ | | Indoors/
DFS | prs/TPcl DFSTPC  DFSAPC |~ '8S | DFS/TPC | DFSAPC | DFS/TPC |DFSAPC | DRsipc | DFS/TPC | DFS/TPC Yes | pegppe | DFS/TRC

RN oo o] e B e OB DR SRR B omc osme v B osec 11 outdoor
100 | 5500 DFs | DFSTPC)| DFS/IPC  DFSAPC = No | DFS/TPC | DFS/TPC | No No | DFS/TPC | DFS/TPC | DFS/TPC | DFS/TPC | DFS/TPC | DFSATPC
104 | 5520 DFS | DFS/TPC| DFS/TPC  DFSPC ~ No | DFS/TPC | DFSPC | No No | DFS/TPC  DFSATPC_ DFSAC . Am=— ' Channe|S
prs | prsapc| DRAPC | DESAPC | No DFS/TPC | DFS/TPC No No C | DFSITPC | DES/TPC
DFS | DFSAPC)| DFS/TPC  DFSAIPC No | DFSAPC | DFSAPC | No No | DFS/TPC  DFSAPC = DFS/TPC  DFS/TPC | DFS/TPC | DFS/TRC
DFS | DFSAPC)| DFS/TPC | DFSAIPC  No | DRSAPC | DFSAPC  No No | DFS/TPC  DFSAPC  DFS/TPC DFS/TPC | DFS/TPC | DFS/TPC
120 " prs! | DR/TPC| DFS/TPC | DFSTPC | No | DFSAIPC | DESAPC | No No | DFS/TPC  DFS/TPC | DFS/TPC | DFSAPC | No | DFSATPC
124 DFs' | DFS/TPCl| DFS/TPC | DFSAPC | No | DFS/TPC | DFSIPC - No No | DFS/TPC | DFSTPC | DFS/TPC | DFS/IRC | No | DFS/TPC
DFS' | DFS/TPC)| DFS/TPC | DESAPC | No | DFSAPC | DFS/APC | No No | DFS/TPC | DFSAPC | DFS/TPC | DFS/IPC | No | DFS/TPC
DFs | DF/TPCl| DFS/TPC | DFSPC |~ Yes | DFS/TPC | DFS/TPC No No | DFS/TPC ~ No | DFS/TPC | DFS/TPC = DFS/TPC | DFS/TPC
DFs | DFS/TPC| DFSTPC | DFSAPC | Yes | DRS/TPC | DFS/TPC | No No | DR/TPC =~ No | DFS/TPC | DFS/TPC | DFS/TPC | DFS/TPC
DFS DFS/TPC| DFS/TPC | DFS/TPC Yes DFS/TPC | DFS/TPC No No DFS/TPC Na DFS/TPC  DFS/TPC  DFS/TPC | DFS/TPC

Do not use for VHD areas until 802.}1ac penetration > 50%

Yes No [ Licensed ' No ' Yés No No No Yes No Yes [ Yes ' Yes Yes ' Yes

Yes No Licensed Na Yes ‘ No ‘ No No Yes No ‘ Yes Yes Yes ‘ Yes ‘ Yes

Yes . No Licensed [ No . Yes [ No [ No No , Yes . No [ Yes [ Yes [ Yes [ Yes [ Yes

Yes . No Licensed . No . Yes . No . No No » Yes . No . Yes [ Yes . Yes ‘ Yes [ Yes

Yes [ No Licensed | No | Yes | No | No No Yes [ Na | Yes | Yes | Yes | Yes | Yes

0o | toraLnon-DFs  [ECTN N s | % | 3 [ ®m || @ | @& o | & [ 8 [ 9 [ e [ 9 [ s

AI RH EA[ BTN 1215 | 15 5 | 15 | o 15 15 4 4 5 | 12 15 1 3 15
(&)) meeTur TOTAL 217/24 24 19 19 6 23 | 19 8 13 19 20 | 24 | 2 P 7 #ArubaAirheads 20

1. These channels were temporarily disallowe! mzm 3-2014 in the US. APs released from 2015 on may use these chay s if they pass DFS certification.




Why 20-MHz Channels — Reuse Distance

 More channels = more distance between same-channel APs

9 Channel 23 Channel
3 Channel

¥ AIRHEADS
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Why 20-MHz Channels — More RF Reasons

*Reduced Retries — Bonded channels are more exposed to
interference on subchannels

* Using 20-MHz channels allows some channels to get through
even if others are temporarily blocked

*Higher SINRs — Bonded channels have higher noise floors
(3dB for 40-MHz, 6dB for 80-MHz)

« 20-MHz channels experience more SINR for the same data rate,
providing extra link margin in both directions

& AIDHEARNC
YA *‘( "\“‘-ﬁ-\, [‘T_" C /:f“-“u_!E,-@“ ]
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Why 20-MHz Channels - Performance

* Which Chariot test will deliver higher goodput?

Each test uses the
LCLCL GO CL LY Ao \LLC L LU LT e L
L B SntasnsnunsnsniOfinnnnnnnnnnsc, . g
BRERRRERERRRRRRE c4nRgugigigngny
. : o e , e Each test uses the
Babpinz minkain § Balal) iInEusn exact same number

2xvhiTaoBss AT O SO it - O < [T SRS

Both VHT40 BSS will

DDDD 2 < B e 2 e victimize each other
4xVHT20 BSS DOD @ 98 ~ H == with ACI
EpnTgng J BprTynn | apSTgnn R s s

All four VHT20 BSS

5 will victimize each
Y+ AIRHEADS other
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VHT20 Beats VHT40 & VHT80 — 1SS Client Example

300 Mbps
SCCSCICETzz---__
250 Mbps £ - e
.....................::::;:::Q.un-.-.-.-.-.-.:::'..‘.'.'.'.'.'.'.'.'.'.'.'_x ................. e - - __
S T A - & - VHT20x4 Up
200 Mbps - S~ e — '*':-:-: ......... . -4+« VHT20x4 Bidirect
............. AN ~ & —VHT40x2 Up
/ .............. : -4 VHT40x2 Bidirect
150 Mbps 1 o VHT80x1 Up
VHTS8O falls off ' VHT80x1 Bidirect
t 25 STAs o
a —x -
100 Mbps +— / : giZirect
50 Mbps VHTA40 falls off
at 75 STAs
0 Mbps r r r T T
5 10 25 50 75 100
Clients
V.. AIRHEADS
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Use of DFS Channels
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General Rule

Use DFS channels for VHD areas!!

* The number of collision domains is the primary constraint on VHD
capacity

* The number of STAs per collision domain is the second major
constraint on capacity

* VHD networks are ultimately about tradeoffs

O,
(\j)' AIRHEADS
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Balancing the Risks & Rewards

* Client capabilities

 As of 2018, the vast majority of mobile devices shipping now supports DFS
channels

* Non-DFS clients will be able to connect due to stacking of multiple
channels (although perhaps at lower rates)

* It is easily worth it to provide a reduced connect speed to a an
unpredictable minority of clients, in exchange for higher connect speeds for
everyone else all the time

 Radar events

* It is worth having a small number of clients occasionally interrupted._in
exchange for more capacity for everyone all the time

Y. AIRHEADS
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Basic RF Design for Very High
Density Coverage Areas
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RF Coverage Strategies

* Radio coverage can be done in three ways, regardless of the type of
area to be served.

Overhead Coverage: APs are placed on a ceiling, catwalk, roof, or
other mounting surface directly above the users to be served.

. Side Coverage: APs are mounted to walls, beams, columns, or
other structural supports that exist in the space to be covered.

Floor Coverage: This design creates picocells using APs mounted
in, under, or just above the floor of the coverage area.

* APs with integrated antennas are used for any VHD area of under
5,000 seats (very few exceptions)

U AIDUEARC
P! ’F IT EADS
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Overhead Coverage

Jor—fet— ]  Overhead coverage is a good choice when uniform signal
is desired everywhere in the room.
b . No RF spatial reuse is possible because of the wide
antenna pattern and multipath reflections.
PRERE RS - Integrated antenna APs should always be used for ceilings
o 40 of 10 m (33 ft) or less.
: ) |149 ; .
= - Note the 20-MHz channel width, and that no channel
W ()es number is used more than once.
* This is an example of a static, non-repeating channel plan intentionally
| (o) | chosen by the wireless architect.
\ sc] BB C = (s * Requires access the ceiling with minimal difficulty or
| expense to pull cable and install equipment.
N AIRHEADS
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Examples — Overhead Coverage #1

Y. AIRHEADS
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Examples — Overhead Coverage #2

#ArubaAirheads 32
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Side Coverage
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« Wall, beam, and column installations with side-facing
coverage are very common in VHD areas.

« Some ceilings are too difficult to reach, others have
costly finishing that cannot be touched, or there may be
no ceiling such as open-air atriums.

* No RF spatial reuse in indoor environments is possible
when mounting to walls or pillars.

* 50% of the wall-mounted AP signals are lost to the next
room (and 75% of the signal in the corners).

* Note that adjacent APs on the same wall always skip at
least one channel number.

#ArubaAirheads 33
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What Does No RF Spatial Reuse Mean?

Th =103300 Dimeratons Xy T2 F3rtu 138 50

LET TAMENSKASTERY): 2 T30 15500 i imansi :
00 ) 1in.=10.29ft Dimenzionz(Xn ¥): 72 72ft1 122 SIft
| |

68 feet

1
r! ‘— 68 feat

=

= 68 feet I
. Jdl_ 58 feet

—fé AUDITORIUM
— 100

AUDITORIU

Signal
[dBrm)
0

’:-'(:;:::;:;\::" veovew' ‘;;;_::::‘-:J' '—-.. S . : AN o Lo
= s R S DI S o 5 IR ._A.«"AV - ¢ < et W
| Lo ' > S ALK L .= ] Ie ;Eii - -

30

; S by | p— 3 A D LS ] g e L > L 40
3 - o=l et s - 50
60
70
-0
40

<100

J

| RHD’\U.J
#ArubaAirheads 34



e

Examples — Side Coverage
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Floor Coverage

* Venues <= 10K seats should always use overhead or
side coverage.

j_D oLl lcl Mol oL A __|

eloiatols * Above > 10K seats, a more exotic option called
“picocell” has been proven to deliver significant capacity
increases.
(o]l B B (o) 585 [ e _ _ _
heieial gt ofe » Density of picocell can be much higher than overhead
582 E"? ;ﬁ}? or side coverage.
36( O L G?(HJ\‘ | ;.\H‘Ab
Bt G * Picocell design leverages absorption that occurs to RF
Ve e ol signals as they pass through a crowd (known as “crowd
e[ ihape e loss”).
TELEBELERE . . L
e e ia ! « Cost and complexity of picocells may not always justify
: e W i .
a & the extra capacity generated.
Overhead View
'~ meeTup
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Examples - Picocell
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Choosing an AP Model for VHD Areas

AP-225 is best
beyond 50 clients

3SS Laptop — VHT80 2SS Laptop — VH

800 Mb
ps mAP-215| 600 Mbps
700 Mbps W AP-225 ARELET
500 Mbps B AP-225
__ 600 Mbps
2 8 400 Mbps
E 500 Mbps g
E. 400 Mbps E. 300 Mbps
[=T] [oT:]
S 300 Mbps 2
£ £ 200 Mbps
200 Mbps :
. . 100 Mbps
Ve AP-225 is faster with
3SS clients
0 Mbp P 0 Mbpg

50 50 75 100
Clients Clients

N AP-205 works well up to
(\Z AIRHEADS 25 concurrent clients

meeTurP #ArubaAirheads 38



AP Placement for Adjacent VHD Areas

Second Floor
Classrooms

Classrooms

-10 dBi

-€—10dB
loss

1D_2686

—6 dB loss —
/

—

Y) meeTtup

Second Floor
Classrooms

-10 dBi

Y. AIRHEADS

Classrooms

VHD_259
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Example:
Adjacent Large Auditoriums




e

Typical Multi-Auditorium Scenario

 Hotel conference center
or university building with
multiple adjacent
auditoriums

AMANILANAA NN AR LAAAANAA LA AN
LAANANAA AR R ANS
AALAR At

AN ANALARN
L AASANALRR

LA UA AN
MAASANANNS
AN ANANN
AN AN ANANIS

VYN AV
(AARAEANLALRAS
VVIVVYY VIV
VN VY
VIV VT

R AAARRRA)
R AAAARRA

e o

Take Rate 100%

VYTV VOV AV

Average devices per person Work/study - 5 A ﬁw " ;jq‘"rfffp?: " AACAeroen
Fan/guest - 2 EAZERAL AL AR S ASAS .
- . . — ] i
Associated devices per radio 150 g
Average single-user goodput 1 Mbps .
Physical L
5 GHz vs. 2.4 GHz split 5 GHz: 75% ysica ayOUt
2.4 GHz: 25%
% AIRHEADS
@ meeTup #ArubaAirheads 41
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Understanding Offered Load in Auditoriums

Table S1-1  VHD Spatial Stream Blend Lookup Table ° Com mon a p pS are
VHD Devices / Person | Devices / Person 1SS 2SS 3SS
Usage Profile (Now) (Future) (%) (%) (%) We b b rOWS I n g )
Work/Study 3 5 30% 60% 10% e m a I I a n d Oﬁl Ce
Fan/Guest 1 2 50% 50% 0% CO I I a bo ra‘t| on.
» Class presentation
Table S1-2  Network Characteristics of Common Auditorium Applications a nd exam
se aegory pplication ( - Bdth tncy SOftW a re , a re
ork/Study ay courseware (non video ps edium edium 1 1
Play courseware (video streaming) 1 Mbps+ Low ’ High b u rSty Wlth h Ig h
Test / exam / quiz ' Under 250 Kbps Rual e ‘ Syncbhronized ConCU rrent usage .
ursts
\/ Fan/Guest General internet usage 500 Kbps Medium A Low Y C I O u d Se rvi Ce
Email Under 250 Kbps High Low I .
Social media 500 Kbps Medium Low ate n Cy IS n Ot
Photo/video cloud sync 1 Mbps+ High Low VISI b I e to users.

(\7 AIRHEADS
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Step 2/3 - Estimate Associated Device Capacity

N 7 < —_—
Table S1-4 and Subnet Plan for \llrooms

(Future) (Future) Subnet Size

5-GHz ADC 2.4-GHz ADC Minimum
(Future)

Room Number |

Room E

Staff / House

GUEST ADC 1,300 3,900 6,500 4,875 1,625 /19
STAFF ADC - 25 75 75 0 /124
TOTAL ADC \ 1,300 3,925 6,575 4,950 1,625

_

O
(\j) AIRHEADS
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Step 4 - Estimate the AP Count

Active Device Capacity (5 GHz)
Max Associations Per Radio

AP Count = 5-GHz Radio Count =

Table S1-5 AP Count for Five Ballrooms

Sl 5-GHz Guest 5-GHz Staff Jotalid UL pEViCEs PEr
Number Devices LED (1)

AP Count

Yy AIRHEA
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Calculate System Throughput (Excluding CCI)

Table S1-8  System Throughput Calculation Excluding CCI

Channels - Aggregate Aggregate
Room AP Count Channels - China Avg. Channel

: Bandwidth - | Bandwidth -
Number USA (DFS) (no DFS) Bandwidth USA china

Room A 603 Mbps

603 Mbps

Room B 6 9 | 9 | 67 Mbps | 603 Mbps | 603 Mbps
Room C I 13 | 16 | 12 | 67 Mbps | 1,072 Mbps | 804 Mbps
Room D | 6 | 9 | 9 | 67 Mbps | 603 Mbps | 603 Mbps
Room E [ 6 | 9 | 9 | 67 Mbps | 603 Mbps | 603 Mbps
Hallway | 4 | 7 | 7 | 67 Mbps | 469 Mbps | 469 Mbps

| 41 ““\ | 3,953 Mbps 3,685 Mbps

4 | | A

- / - _ - _/

o \
(\g AIRHEADS
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Total System Throughput Formula

TST = Channels « Average Channel Throughput = Reuse Factor

Where:

* Channels = Number of channels in use by the VHD network

» Average Channel Throughput = Weighted average goodput

achievable in one channel by the expected mix of devices for that
specific facility

* Reuse Factor = Number of RF spatial reuses possible. For all but
the most exotic VHD networks, this is equal to 1 (e.g. no reuse).

AIDLICANC
‘_.;"';.’-‘(“\ ‘L‘! "\:“?« IT C ’..tL:"'»_}E;'! 9
(©) meeTup #ArubaAirheads 46



- ]
Estimating Unimpaired Channel Throughput

VHD Lab Test Results - TCP Bidirectional Blended Throughput - VHT20 Aggregate
(MBA/MBP - AP225 (6.4.0.3-hdms), GS4 - AP215 (6.4.2.3), 7220-US, Ch 100, IxChariot 8.1)

200 Mbps 7 . .
— Choose spatial stream mix
Ps .
that approximates expected
100 Mbps device population
140 Mbps \ //x
S 120 Mbps - —_—
b S —— —4— 100% 355 Laptop
3 100 Mbps -————— — S \ +— 100% 2ss/Laptop
E g — g ——— e — &= 30% 1SS / 60% 2SS / 10% 355
g 80 Mbps -_ N t S \ — 4= 50% 155 / 50% 255
= T N — . e~ \.'_\\A e = &= 75% 1SS / 25% 25S
60 Mbps G\Q‘\\ <\~ = N = g 100% 1SS Smartphone
-~ -~ = -~ - ».‘\\.?i \\v\ — S- §
40 Mbps e —— .
e % Choose estimated
20 Mb
» number of
0Mbps - . T - T - T . simultaneously
Clients \ transmitting clients
AIRHEAD
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Understanding CCI & Estimating Reuse Factor

Same-channel APs
are widely spaced

) nu/l\u\u/.
LA AALANS RS

H:u:;‘ay gﬂj \

|I
I
I

yvy vl
WAANNLIIAS
oA )

LAAAAII A AN

—

LA AR ALY

ISRNAANALT  LAAAAANAIIAN
AA

sy

sy
LAAAL 6 ch XV V)
AL 3 I

\J._A.\..'.J.J.r\?’u LUJ-I\_L_L

—)
oo Room A iﬁ‘}t‘

:H:F#\

DFS

VYT

Ol
e

VOOV

AR RA)

AR ARA]

channels

Room D

6 ch

A AEA)
I aaanal

\AaaEal

minimize
reuse

v
VYT

ER—)

SRl
Al

FETVVIETT

Room A

Room B 6
‘ Room C l 13

Room D . 6

Room E ' 6

O, Hallway 4
(V MINT T
) meetup

1611
[1,6,11
Vl,ﬁ.]'l
[1.6.11
[1,6,11

“hannels

LOO0OCV VI

)F‘ 44 Room E }°AA

6 eh-~hrey

IEAASASSARA]
VYV v

9 [ 1
N LA
( ( (S Hallway
( ) ) ) 4 ch
)1 e
153
-v—\m-n-r\ 111_\ T
aaasanaal mnyoyvivuryrnm
64 v \“.TT”““" RS aRs AARAA v o .' i~
vt Room E- prreen Fronng Room D A
v 8 ch e
R aas e n'gl
e a
AAAAAMALASS AL AAALY .
e g' |
ated 5-GHz CCI with 21-Channel DFS Plan Figure §1-4
5-GHz Channels Channel Group ’ AP Count |2.4—GHZ Channels
36,52, 100, 116, 140, 149 Room A 6 1,6,11
36, 52,100, 116, 140, 153 Room B ' 6 [1.6.11
40,48, 104, 108, 112, 132, 44, 56, 60, 64, 161, 165, 136 Room C 13 1,611
40,48, 104, 108,112, 136 Room D 6 1,611
44, 56, 60, 64, 161,157 Room E 6 1.6,11
149, 154, 157, 165 Hallway 4 1,611

Estimated 5-GHz CCl with 9-Channel Non-DFSA

| 5-GHz Channels

36, 40, 44, 434157, 161

1 153,157,161,165

Avoiding DFS
channels

means greatly
increased CCI
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EE————
Calculate Total System Throughput (Including CCI)

Table $1-9  System Throughput Calculation Including CCl

Channels - Aggregate Aggregate

Avg. Channel . :
> Bandwidth - | Bandwidth -
USA (DFS) (no DFS) Bandwidth tiea China

Reuse Factor AP Count Ehathelss China

1,608 Mbps 804 Mbps

2,412 Mbps

) o= Most likely
3,216 Mbps No reuse outcomes

41 24 12

Model Revised

Revised
different capacity
reuse for DFS

factors scenario

capacity for
non-DFS
scenario

o The TST directly dimensions the required WAN uplink.
N AlRRmes )
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—
End-to-End Architecture

1Gbps+
WAN Uplink

AIRWAVE

DHCP/DNS

-/ Master
Controller
Z

L
\UD

- — LT DR O DDODE2AGRARERAEARARE server
l[““““ ---------- =+ TR eEESEI N EN NN NN U NN RSN AW &
pd
|||||||||| T T HH R 2ee
Local (o) O |ClearPass
Controller 0 C AAA

Non-redundant
edge

O,
(\j) AIRHEADS
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Questions?




