.

Campus WLAN
Redundancy

Author: Contributors:

Makarios Moussa Justin Noonan
Michael W. Wong
David Balding

aruvba

a Hewlett Packard
Enterprise company

Validated Reference Design



Copyright Information
© Copyright 2017 Hewlett Packard Enterprise Development LP.
Open Source Code

This product includes code licensed under the GNU General Public License, the GNU Lesser General Public
License, and/or certain other open source licenses. A complete machine-readable copy of the source code
corresponding to such code is available upon request. This offer is valid to anyone in receipt of this information and
shall expire three years following the date of the final distribution of this product version by Hewlett Packard
Enterprise Company. To obtain such source code, send a check or money order in the amount of US $10.00 to:

Hewlett Packard Enterprise Company
Attn: General Counsel

3000 Hanover Street

Palo Alto, CA 94304

USA

February 2017



CoNteNtS 3
I gUIeS 7
SYMDOIS 10
About this Guide ... 12
ACTONYIMS . 12

RS Te0] = 14
Reference Material .. il 15
Introduction to WLAN Campus RedundancCy . . ... 16
AP Boot Up and Master Discovery ... ... ... 18
Controller ROIES il 18
Master Controller . 18
Standalone Controller . ... . 18
Local CoNtroller .. ... ... .. 18
Branch Controller . 19
Controller FUNCHIONS il 19
Standby Master Controller ... 19

AP Master Controller .. ... .. ... L 19
LM S Controller . 19
Backup-LIMS Controller . . ... 19
Campus AP BOOt PrOCESS . .. 20
StatiC DISCOVEIY ... 20
Dynamic Discovery Methods ... L 21
LM S Coontroller il 26
CoNtrol Plane SeCUNTY ..o 26
Boot Process With CPSeC .. .. .. 27
CPSeC TUNNEIS .. 28
CPSec Cluster Root for Multiple Masters ... . e 29

Campus WLAN Redundancy Contents | 3



Redundancy OvervieW ... 30

Legacy RedUundanCy . il 30
VR R P 31
LM S BaCKUP- LIS 34
Legacy Redundancy Key Considerations ... ... .. 34

Redundancy with AP Fast Failover ... L 35
High Availability Controller Roles ... ... . . 35
HA and Legacy Redundancy CompariSon ..l 35
Deployment Models .. 36
B OW 39
HA Enhancement Features .. 40

oo LU T o o 40
=1 Q YT BT =T o T 41
Inter-Controller Heartbeat Flow . . .. . ...ttt 43

LT oTo [Tt 1o o 44

Key CoNSIAerations . . ... ...ttt ettt e e e e e e 44
o1 o YT BT =T o T o 45

LT (oo [Tt 10T o 47
Standby AP Over-SubSCriptioN . .. ... e e 48
Standby AP Over-Subscription EXample . .. ... 49

N+1 OVer-SUDSCIIPtON . . e 50

HA U Ot . e 51

Lo O 0T =1 =) 51

L = 10 1= 52

HA Support for Bridge Mode ... il 53
HA Supported AP Forwarding Modes .. ... L 53
Centralized Licensing ... . .. . 54

Supported TopOlOgIeS .. ... 55

Additional Supported Topology in ArubaOS 6.5 ... ... 56

License Server Redundancy Failover .. 57

Single License Server Failure - No Redundancy ... .. 58

4| Contents

Campus WLAN Redundancy



Frequently Asked QUEeSTIONS . 59

Redundancy Migration ... .. . 60
HA AP Fast Failover Redundancy GUIdEliNES ... ... ..o 60
Migration from VRRP to HA AP Fast Failover . ... .. 61
Migration from LMS and Backup LMS to HA AP Fast Failover ... . .. . ... 63
Migration for Master-Local Deployment ... 65

Performance CompPariSON ... ... 66
Legacy VRRP Failover .. e 66
HA AP Fast Failover ... . 66
HA AP Fast Failover vs. LeQacy .. ... ... 67

Wired Campus Redundancy ... 68
Component Level RedundanCy ... ... i 68

Management Module RedundanCy . il 68
Power Supplies RedundanCy ...l 69
Device Level RedUNdanCy ... L 71
Stacking OVerVieW .. 71
Virtual SWitChing FramewWorK L 73
Backplane Stacking ... .. 77
RiING TOP0IOQY ... L 78
MeESh TOPOIOQY ... 79
AQVANEAGES . . 81
Key Considerations . il 81
Link Level RedUndanCy . ... ... 82
OV IV W . 82
Virtual Router Redundancy ProtoCol . . ... e 82
Link Aggregation Control ProtoCol . ... . L 83
Distributed TrUNKING .. 85
Spanning Tree ProtoCol ... ... . 87
AQVANEAGES . . 88
VRR P AdVaN A0S .. oo 88
LAC P AdVantages ... 88
ST P AdVaNtageS .. il 88
Key Considerations . il 88
VRRP Key Considerations ... 88
LACP Key Considerations . ... .. L 88

Campus WLAN Redundancy Contents | 5



Campus Network Redundancy - Implementation Guidance ... ... ... ... .. 89

HA Deployment Models ... .. L 91
Master / Standby Master with HA Active-Active Locals ... ... ... 91
It OdUCH ON 91
Configuration Methodology ... .o o L 92
Faillover SCeNario ... ... ..o 93
BeNEfilS Lo 94
Key CoNSIderatioNs .. ... 94
One Master-0ne Local .. ... ... 95
Master-Local (HA ACtiVe-ACHIVE) .. 96
Master-Local (HA Active-Standby) .. ... .. 97
Faillover SCenario ... ... ... 98
BeNefitS | 99
Ky CoNSIAerations .. ... . 99
Independent Masters / All Standalone Masters ... .. 100
P EqUISI S . .. . 100
Configuration Methodology . ... o o o L 101
Faillover SCeNanio . ... .. o 102
BeNefilS Lo e 103
Key COoNSIderations ... .. L 103
Master Redundancy (Master/ Standby Master) . ... ... 104
It OdUCHION . 104
Configuration Methodology ... ... L 105
Faillover SCenario ... ... .. 106
BeNelitS il 107
Ky COoNSIAeratioNs . ... . L 107
N+ T (OVer-SUDSCIIPtION) .. 108
Configuration Methodology . ... . o L 108
Failover SCenario . il 110
BeNefitS .. 111
Key Considerations ... .. ... L 111

6| Contents

Campus WLAN Redundancy



Figure 1 VRD Core TeChnoIOGI€sS ............. ... e 14

Figure 2 Campus Global Network Architecture . . .. 17
Figure 3 Campus AP BOOt ProCess . . . il 20
Figure 4 Dynamic Controller Discovery ProCess ... . . . il 21
Figure 5 Master Discovery Packet Capture .. .. 22
Figure 6 Controller Discovery DHCP Option 43 . i 22
Figure 7 Controller Discovery DHCP Option 43 Steps . .. .. 23
Figure 8 Controller Discovery DNS Entry ... ... 24
Figure 9 Controller Discovery DNS Entry StepS ........... .. 25
Figure 10 LMS Controller - . il 26
Figure 11 Campus AP Boot Process with CPSeC ... .. i 27
Figure 12 AP Tunnels Setup with CPSecC . . .. 28
Figure 13 CPSec Cluster Root for Multiple Masters . ... 29
Figure 14 VRRP between Controllers . ... ... ... ... 31
Figure 15 Master Redundancy . . . il 32
Figure 16 ACHIVE MASIEI ........... ... 33
Figure 17 LMS/Backup-LMS .. . ... . . . 34
Figure 18 HA-AP Fast Failover Deployment Models . ... ... .. 36
Figure 19 AP Failover to Pre-Established Standby Tunnels ... ... 37
Figure 20 Active TUNNel . il 37
Figure 21 Standby Tunnel Becomes ACLIVE .. 38
Figure 22 AP Fast Failover FIOW . ... .. ... ... 39
Figure 23 Inter-Controller Heartbeat Failover Scenario 1 ... 41
Figure 24 Inter-Controller Heartbeat Failover Scenario 2 ........ ... ... .. ..o 42
Figure 25 Inter-Controller Heartbeat Failover Scenario 3 .......... . ... .. . i 42
Figure 26 Inter-Controller Heartbeat FIOW __ . .. 43
Figure 27 Client State Synchronization Failover Scenario Step 1 . ... 45
Figure 28 Client State Synchronization Failover Scenario Step 2 ... ... 45
Figure 29 Client State Synchronization Failover Scenario Step 3 ... ... ... i, 46
Figure 30 Client State Synchronization Failover Scenario Step 4 ... .. i, 46
Figure 31 Over-SubsCription 1 .. 50
Figure 32 Over-SUbSCHIptiON 2 .. ... ... e 50
Figure 33 Over-SubsCription 3 . ....... .. . 50
Figure 34 Master RedundanCy . ... ... . . . . . 52
Figure 35 Master Failover . . ... il 52
Figure 36 Supported TOPOIOGIeS . . . . il 55

Campus WLAN Redundancy Figures | 7



| Figures

Figure 37 Additional Supported TOPOIOGY . . . . 56

Figure 38 Master License Server .. 57
Figure 39 Standby LiCeNSe SeIVEr ................. e 57
Figure 40 Single LICENSE SEIVEI . ..... ... .. ... e 58
Figure 41 Migration from VRRP to HA-APFF . 62
Figure 42 Migration from LM S (0 HA . 64
Figure 43 Migration Master-Local Deployment __ ... 65
Figure 44 Management Module Redundancy —5400R . .. 68
Figure 45 Management Modules (MM)— Aruba 5400R . . . ... 69
Figure 46 Power Supply Redundancy — 5400R/3810 . .. 69
Figure 47 Redundant Power SUpplies . ... ... .. ... . . . 70
Figure 48 Virtual Switching Framework (VSF) ....... ... 71
Figure 49 BacKkplane Stacking . .. il 72
Figure 50 VSF on 5400R and 2930F . . il 73
Figure 51 VS 1 il 74
Figure 52 VS 2 75
Figure 53 VS 3 il 76
Figure 54 Backplane Stacking on 2920 and 3810M _ ... 77
Figure 55 Backplane Stacking Ring Topology 1 . . ... ... 78
Figure 56 Backplane Stacking Ring Topology 2 . . . il 78
Figure 57 Backplane Stacking Ring Topology 3 .. . . il 79
Figure 58 Backplane Stacking Mesh Topology 1 ... .. 79
Figure 59 Backplane Stacking Mesh Topology 2 . . . . .. 80
Figure 60 Backplane Stacking Mesh Topology 3 . .. .. 80
Figure 61 Link Level Redundancy VRRP Example ....... ... e 82
Figure 62 Link Level Redundancy LACP Example 1 .. ... . e 83
Figure 63 Link Level Redundancy LACP EXample 2 ...............o e, 83
Figure 64 Link Level Redundancy LACP Example 3 ........... ..o e 84
Figure 65 Link Level Redundancy DT Example T ..... ... o e 85
Figure 66 Link Level Redundancy DT Example 2and 3 ... .. 85
Figure 67 Link Level Redundancy DT Example 4 . . 86
Figure 68 Link Level Redundancy STP Example ... ... e 87
Figure 69 Implementation Guidance 1 . . 89
Figure 70 Implementation GUIJANCE 2 ... ... . 89
Figure 71 Implementation GUIJANCE 3 .............. .. e 90
Figure 72 Master/ Standby Master with HA Active-Active Locals .........................ccciiiiiiiiiiiiiii.. 92
Figure 73 Active-Active Locals with AP Fast Failover Operation ... ... . . ... 93
Figure 74 Master-Local Deployment Models .. ... .. 95
Figure 75 Master-Local (HA Active-ACtive) . . .. 96
Figure 76 Master-Local (HA Active-Standby) . . . 97

Campus WLAN Redundancy



Figure 77 Master-Local (HA Active-Standby) AP Fast Failover Operation ... . ... ... .. . .................... 98

Figure 78 Independent Masters (HA Active—AcCtive) . ... 101
Figure 79 Independent Masters HA Fast Failover Operation ... ... ... ... e, 102
Figure 80 Master Redundancy (HA Master-Standby) .. ... 105
Figure 81 Master Redundancy HA FailOVEr ... e 106
Figure 82 HA with 2+1 Deployment . . .. il 108
Figure 83 HA with 2+1 Deployment Failover ............. ... e 110

Campus WLAN Redundancy Figures |



The table below describes the symbols used in the figures in this guide.

Table 1: Symbols
Description Symbol

Wireless Controller

Access Point

Layer 2 Switch

Layer 3 Switch

Router

Campus WLAN Redundancy
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Table 1: Symbols
Description Symbol

Servers/PBX

Wired Client - Desktop Computer

Wireless Client - Laptop

Wireless Client - Smart Phone

b
D ]ﬂlll \L
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Chapter 1

About this Guide

This chapter includes the following topics:

e Acronyms on page 12

e Scope on page 14

e Reference Material on page 15

e Introduction to WLAN Campus Redundancy on page 16

Acronyms

Table 2 describes the acronyms used in this guide.

Table 2: Acronyms
Acronym | Definition

ACR Advanced Cryptography

AP Access Point

BSSID Basic Service Set Identifier

CAP Campus Access Point

CPSec Control Plane Security

DHCP Dynamic Host Configuration Protocol
DNS Domain Name System

DT Distributed Trunking

EAP Extensible Authentication Protocol
FTP File Transfer Protocol

GRE Generic Routing Encapsulation
HA High Availability

ISC Interswitch Connect

IP Internet Protocol

IPsec Internet Protocol Security

LACP Link Aggregation Control Protocol
LAG Link Aggregation Group

LAN Local Area Network
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Table 2: Acronyms
Acronym | Definition

LMS

Local Management Switch

MAC

Media Access Control

MSTP

Multiple Spanning Tree Protocol

OSPF

Open Shortest Path First

PAPI

Proprietary Access Protocol Interface

PBR

Policy Based Routing

PEF

Policy Enforcement Firewall

PEFNG

Policy Enforcement Firewall Next Generation

PEFV

Policy Enforcement Firewall Virtual Private Network

PMK

Pairwise Master Key

PMKID

Pairwise Master Key Identification

PMKSA

Pairwise Master Key Security Association

RAP

Remote Access Point

RF

Radio Frequency

RPVST

Rapid Per-VLAN Spanning Tree

RSTP

Rapid Spanning Tree Protocol

SSID

Service Set Identifier

STP

Spanning Tree Protocol

TFTP

Trivial File Transfer Protocol

VAP

Virtual AP

VLAN

Virtual Local Area Network

VR

Virtual Router

VRD

Validated Reference Design

VRRP

Virtual Router Redundancy Protocol

WebCC

Web Content Classification

WLAN

Wireless Local Area Network

WMS

WLAN Management System

xSec

Extreme Security

ZTP

Zero Touch Provisioning
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The Aruba Validated Reference Design (VRD) is a series of technology deployment guides that include descriptions
of Aruba technology, recommendations for product selection, network design decisions, configuration steps, and
best practices. Together these guides comprise a reference model for understanding Aruba technology and design
from common customer deployment scenarios.

The VRD series has four types of guides:
Foundation: These guides explain the core technologies of an Aruba WLAN. The guides also describe different
aspects of planning, operation, and troubleshooting deployments.
Base Designs: These guides describe the most common deployment models, recommendations, and
configurations.

Application: These guides build on the base designs. These guides deliver specific information that is relevant to
deploying particular applications such as voice, video or outdoor campus extension.

Specialty deployments: These guides involve deployments in conditions that differ significantly from the common
base design deployment models, such as high-density WLAN deployments.

Figure 1 VRD Core Technologies

Base Designs

This Campus WLAN Redundancy design guide is part of “Base Designs” guides within the VRD core technology
series.
It is designed for Aruba Mobility Controllers running ArubaOS 6.4.3.4 and later.

It does not cover the fundamental concepts of wireless networks. This guide assumes that the reader has a
working knowledge of Aruba WLAN architecture.

This design guide focuses on a large campus deployment model where multiple buildings with contiguous radio
frequency (RF) are part of the campus.
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This is a base designs guide, and therefore it will not cover the fundamental wireless concepts. Readers should have
a good understanding of wireless concepts and the Aruba technology explained in the foundation-level guides.

For information on Aruba Mobility Controllers and deployment models, see the Aruba Mobility Controllers and
Deployment Models Validated Reference Design, available on the Aruba website at
http://www.arubanetworks.com/vrd

The complete suite of Aruba technical documentation is available for download from the Aruba support site.
These documents present complete, detailed feature and functionality explanations beyond the scope of the
VRD series. The Aruba support site is located at: https://support.arubanetworks.com/

For more training on Aruba products, or to learn about Aruba certifications, visit the Aruba training and certification
page on our website. This page contains links to class descriptions, calendars, and test descriptions:
http://www.arubanetworks.com/support-services/training-services/

Aruba hosts a user forum site and user meetings called Airheads. The forum contains discussions of
deployments, products, and troubleshooting tips. Airheads Online is an invaluable resource that allows network
administrators to interact with each other and Aruba experts. Please visit: http://community.arubanetworks.com/

| About this Guide Campus WLAN Redundancy
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Redundancy in the networking industry has been an inherent part of every sound system design, and wireless
networking is no exception. The evolution of the wireless networking technology in reliability and speed went hand in
hand with its fast adoption by consumers and businesses alike. This explosive growth mandated the need for
wireless networks to stay up and available all the time.

This Validated Reference Design (VRD) document was written to provide Aruba WLAN networks designers with the
necessary technical knowledge and assistance to properly set up fully redundant Wi-Fi solutions taking advantage of
state of the art ArubaOS 6.5 High Availability features.

The document adds seven chapters to this introduction:

Chapter two covers the components of the Aruba WLAN network and defines the Mobility Controllers roles and
functions, the Campus Access Point (CAP) boot up process and its master discovery along with the discovery
techniques, then concludes with the CPSec security scheme.

Chapter three gives an overview of legacy redundancy techniques before launching into the more sophisticated
High Availability (HA) AP Fast Failover feature. A brief description of the different deployment models and the
enhanced features that provided both scalability with security in a sub-second failover time.

Chapter four introduces Centralized Licensing to provide ease of use license planning and management with
redundant license servers.

Chapter five provides the hecessary migration guidance to assist administrators with their migration from legacy
to HA AP Fast Failover redundancy.

Chapter six adds a failover performance comparison between legacy and HA using actual numbers provided by
Aruba Test Engineering.

Chapter seven provides the redundancy guidance of the indispensable Aruba wired switches that brings the
WLAN network components together and connects Wi-Fi clients to the Data center and Internet.

Chapter eight brings the information learned in the previous chapters together to give the guidelines of multiple
HA deployments models.

A full redundancy of Master Mobility Controllers, Core and Distribution switches, and Local Mobility Controllers
makes up the Aruba’s recommended best practices deployment model. A campus global network architecture based
on such redundancy is displayed below in Figure 2.

Campus WLAN Redundancy About this Guide |



Figure 2 Campus Global Network Architecture
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Chapter 2

AP Boot Up and Master Discovery

This chapter includes the following topics:

e Controller Roles on page 18

e Controller Functions on page 19

e Campus AP Boot Process on page 20

e LMS Controller on page 26

e Control Plane Security on page 26

Controller Roles

This section describes the different roles the Aruba Mobility Controllers can be assigned in the Campus WLAN
Redundancy model. Controller roles are first assigned through Initial Setup.

Controller roles include the following:

e Master Controller on page 18

e Standalone Controller on page 18

e Local Controller on page 18

e Branch Controller on page 19

Master Controller

The master controller is the anchor controller of the Wireless Local Area Network (WLAN) domain; it is responsible
for all global configuration. This includes the access point (AP) groups, all the WLAN profiles, and the firewall roles
and policies.

Several centralized features include: WLAN configuration, management and monitoring, whitelist database, and a
licensing server. The master controller exchanges management traffic and pushes the global configuration to all
other controllers via persistent internet protocol security (IPsec) tunnels. The master controller hosts several
databases including the control plane security (CPSec) and remote access point (RAP) whitelist, and the WLAN
management system (WMS) database storing RF monitoring information. Furthermore, it is capable of terminating
APs and passing Wi-Fi user traffic.

Standalone Controller

The standalone controller is a role selected through the controller initial-setup. It fulfills the same functions as the
master controller role. It remains as an option in the Initial Setup to retain backward compatibility with older controller
hardware platforms.

Local Controller

You can deploy controllers in a local role, which initially takes local configuration (such as ports, VLANSs, IP
addresses, name, and master controller IP), and then receives the global configuration from the master through a
persistent IPsec tunnel.

The local controller is the preferred controller to act as the APs tunnel termination point. All Wi-Fi user traffic flowing
through the generic routing encapsulation (GRE) tunnels is decrypted and encrypted, firewalled, and switched and
routed in and out of the local controller after a packet header conversion: 802.11 <-> 802.3.

Campus WLAN Redundancy AP Boot Up and Master Discovery | 18



Branch Controller

The branch controller is a role reserved only for the 70xx hardware platforms and designed to be deployed in small
branch offices (with a maximum of 64 APs for the 7030) with minimal IT configuration through the zero touch
provisioning (ZTP) feature. Additional features include WAN Compression and Bandwidth Contracts, Policy Based
Routing (PBR), and WAN Health Check.

This section describes the controller functions, including the following:

Standby Master Controller on page 19

AP Master Controller on page 19

LMS Controller on page 19

Backup-LMS Controller on page 19

Standby Master Controller

The standby master controller runs the master-redundancy feature. It is a backup master that remains in sync with
the active master as far as the global configuration and the various databases. Virtual Router Redundancy Protocol
(VRRP) is the redundancy protocol used, while a persistent IPsec tunnel is used for data synchronization.

The standby master remains passive (it has no active AP tunnels or users), until a failure of the active master takes
place. Then the standby master steps in to take over as an active master. Databases such as WMS, AP whitelist,
and Local-userdb sync with the active master. Note that the backup master can still run services like Dynamic Host
Configuration Protocol (DHCP), Open Shortest Path First (OSPF), and Spanning Tree Protocol (STP).

AP Master Controller

Before discussing the ap boot up process and master discovery, it is important to understand the meaning of ‘AP
master’ and not confuse it with the master controller role. An AP master could be any Aruba Mobility Controller
whether it is a master or a local. This is a controller the AP needs to discover its IP and establish a Proprietary
Access Protocol Interface (PAPI) (UDP 8211) communication with, in order to check and update its firmware and
receive its configuration on a per ap-group basis.

LMS Controller

The Local Management Switch (LMS) controller terminates one or multiple groups of APs and handles their users'
traffic. The final tunnel termination point is determined by the LMS IP option that is part of the configuration
downloaded by the AP. Therefore, the LMS IP option plays a major role in distributing the AP tunnels and users load
among multiple controllers in the WLAN domain.

Backup-LMS Controller

The Backup-LMS IP is another option in the AP system profile used for redundancy purposes, in case the LMS
controller is no longer reachable.
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Campus AP Boot Process

During the campus AP boot process, the AP must discover and connect to a provisioning mobility controller. Figure 3
illustrates the steps in the process.

Figure 3 Campus AP Boot Process

DHCP Controller

s DHCP Request
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DHCP Response (AP gets IP address)

AP determines controller IP addrgss (static or dynamic discovery)

AP contacts the controller

Z
Ty
AP downloads firmware (if req uirte
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AP receives configuration
> AP builds GRE Tunnel{s) -
-~ |

The process includes the following steps:
1. The AP sends a DHCP Request.
2. The AP receives an IP address in the DHCP Response.

3. The AP discovers the AP master controller IP address; this can be either a static or dynamic process. See Static
Discovery on page 20 and Dynamic Discovery Methods on page 21 below.

The AP contacts the discovered controller.

If required, the AP downloads its firmware from the discovered controller in case of a version mismatch.
The AP receives the configuration from the controller.

The AP creates the GRE tunnel(s) through which the user traffic passes.

N o g A&

Static Discovery

In the static method, the master controller IP address is provisioned and saved in AP Flash. You can set other
parameters like the AP IP address, subnet mask, default gateway, and so on. However, such static provisioning

may not scale when deploying hundreds of APs. A more scalable approach is to use one of the other dynamic
methods.
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Dynamic Discovery Methods

When an AP first boots up, it acquires an IP address that is typically given by a DHCP server, along with other IP
stack information (subnet mask, default gateway, domain name system (DNS) IP, and domain name). The next step
is to locate a controller (AP master).

If the AP is running a different firmware than the controller it discovered, it will use File Transfer Protocol (FTP)
[Trivial File Transfer Protocol (TFTP) to download the matching firmware version. Once the AP reboots with the new
firmware, it will repeat the same process starting from step 1 (that is, getting an IP address). The controller uses
PAPI (an Aruba proprietary communication protocol) to send the AP its configuration. This configuration provides the
AP with all RF and WLAN settings needed to operate. The AP will create a GRE (protocol 47) tunnel to pass the user
traffic to the controller.

In summary, the AP <-> controller communication will consist of a control channel (PAPI) and one or more GRE
tunnels for Wi-Fi user data traffic.

There are three types of dynamic discovery methods:

e DHCP Option 43 on page 22

e Aruba Discovery Protocol on page 23

e DNS Query on page 23

Figure 4 illustrates the different dynamic discovery methods in the discovery process.

Figure 4 Dynamic Controller Discovery Process
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Figure 5 illustrates a packet capture showing the AP master discovery process.

Figure 5 Master Discovery Packet Capture
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5@ ADP Request Sr¢ MAC: 9c:lc:l2:cT:el:2d
&0 ADP Request Src MAC: Scilc:ld:icTiel:d4
68 ADP Request Src MAC: Scilc:l2:c7iel:24
68 ADP Request Src MAC: Bc:lc:12:c7:iel:2d
5@ ADP Request Src MAC: Sc:ic:12:c7:el:24

tandard query AAAA aruba-master.gta.net
134 Standard query response BxB882
Bé Standard query 8GwBd83 A aruba-master.gta.net

112 Standard query response 8xBA03 A 10,163.160.924 16.163.160.57 ‘é{ DNS Process

80 Standard query @w@@82 AARA aruba-master.gta.net
134 Standard query response Bx8ee2
8@ Standard query @x8083 A aruba-master.gta.net

112 Stondard query response @x@003 A 18.163.160.974 10.163.160.92

= Aruba ontrol Protocol

Figure 6 illustrates the campus scenario with centralized DHCP option 43 for discovering the controller’s IP address.
Both Option 60 and Option 43 are required. Configure option 60 with the string ArubaAP, and option 43 with the
controller’s IP address as a string. For master redundancy, set the option 43 value to the VRRP IP address. That
way, if one master controller is down, the AP can always discover an available master controller from which to

download its configuration.

Figure 6 Controller Discovery DHCP QOption 43
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Controller
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Figure 7 illustrates the steps in the process.

Figure 7 Controller Discovery DHCP Option 43 Steps
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The process includes the following steps:

1. The AP sends a DHCP Request.
2. The AP receives an IP address in the DHCP Response.

3. The AP discovers the AP master controller IP address using the dynamic process with the DHCP option 43
configured.

The AP contacts the discovered controller.
If required, the AP downloads its firmware from the discovered controller in case of a version mismatch.
The AP receives the configuration from the controller.

N o g A

The AP creates the GRE tunnel(s) through which the user traffic passes.

Aruba Discovery Protocol

ADP (Aruba Discovery Protocol) is enabled by default on all Aruba APs and controllers. If DHCP Option 43 or DNS
are not configured, the AP sends out periodic L2/L3 broadcast and multicast (239.0.82.11) queries at 0.5 second
intervals to locate a controller.

If the AP and controller are on the same L2 network, the broadcast packet will elicit a response from the controller
with its IP address, while the multicast packet does require an upstream multicast routing in an L3 environment to
reach the controller.

If multiple controllers are available in the same Layer 2 network, the AP updates its firmware as needed and
downloads its configuration from the first controller that responds to the ADP message, to come up in its assigned
ap-group or in the “default” group if not yet provisioned.

DNS Query

If one of the previous methods has not discovered a controller, then the AP sends a DNS query for ‘aruba-
master.domain.com’, where ‘domain.com’ is the domain received through DHCP. The 'DNS server' is supplied by
DHCP. If the AP receives a DNS response with more than one IP address, it caches the additional addresses. The
AP uses the first IP received to contact the controller. If no response is received, the AP continues through the list of
cached IP addresses until it establishes a connection with the controller.
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APs are factory configured to use the host name “aruba-master” for the master controller discovery. Therefore an A
or CNAME record needs to be added to the internal DNS server for the name “aruba-master”.

Aruba recommends the DNS Query method for AP Master discovery because it involves minimal changes to the
network and provides the greatest flexibility in the placement of APs.

Figure 8 illustrates the campus scenario with the DNS query for discovering the controller’s IP address.

Figure 8 Controller Discovery DNS Entry

Campus DHCP / DNS Controller

Campus WLAN Redundancy AP Boot Up and Master Discovery | 24



Figure 9 illustrates the steps in the process.

Figure 9 Controller Discovery DNS Entry Steps
Campus DHCP / DNS Controller
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The process includes the following steps:

The AP sends a DHCP Request.

The AP receives an IP address in the DHCP response.

The DHCP Option 43 was not configured and ADP discovery has failed.

The AP sends a DNS query to resolve aruba-master.domain.com.

The DNS response includes the master controller I[P address.

The AP contacts the controller.

If required, the AP downloads firmware from the discovered AP master in case of a version mismatch.
The AP receives the configuration from the controller.

© © N o g s~ D=

The AP creates the GRE tunnel(s) through which the user traffic passes.
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LMS Controller

An AP configured to be in the “California” AP group (see Figure 10) receives an LMS IP address as 10.10.1.1 and
builds its tunnels to terminate on that LMS controller.

Similarly, if an AP is provisioned to be in the “New York” AP group (see Figure 10), it receives an LMS IP address as
20.20.1.1 and builds its tunnels to terminate on that LMS controller.

Figure 10 LMS Controller

AP Group = Californ
LMS =10.10.1.1
Local Controller

AP Group = New York
LMS = 20.20.1.1
Local Controller

10.10.1.1 20.20.1.1

A _D

Control Plane Security

The Control Plane Security (CPSec) feature has two main goals:

1. Secure the control channel (PAPI) between Aruba Mobility Controllers and their attached APs.
2. Allow only authorized APs to connect to controllers and join the Aruba WLAN network.

The above goals are achieved in the following manner:

o The control traffic (PAPI) is secured by a certificate based IPSEC tunnel in transport mode.

o A CPSec whitelist database holds the list of APs authorized to connect to the Aruba controllers and join the
WLAN network.

Since Control Plane Security (CPSec) is enabled by default, upon boot up, the master controller certifies its local
controllers using its generated factory certificate. In turn, local controllers certify their APs (sign their factory default
certificates).

Once the APs are authorized through the CPSec whitelist (in ‘certified-factory-cert’ state), they initiate secure PAPI
(UDP 8209 inside ipsec) communication with the controller, sync their firmware, and download their configuration.

Only PAPI communication is encrypted, while GRE tunnels remain in the clear (their Wi-Fi data would be encrypted in

NOTE tunnel mode if the service setidentifier (SSID) opmode is not ‘Open’).
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This section includes the following topics:

e Boot Process with CPSec on page 27

e CPSec Tunnels on page 28

e CPSec Cluster Root for Multiple Masters on page 29

Boot Process with CPSec
Figure 11 illustrates the steps in the campus AP boot process with CPSec.

Figure 11 Campus AP Boot Process with CPSec
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The process includes the following steps:
1. The AP sends a DHCP Request.
2. The AP receives an IP address in the DHCP Response.

3. The AP determines the master controller IP address; this can be either a static or dynamic process. See Static
Discovery on page 20 and Dynamic Discovery Methods on page 21.

The AP establishes an IPsec tunnel with the controller.

The AP exchanges PAPI (UDP 8209) over the IPsec tunnel with the controller.

If required, the AP downloads firmware from the discovered AP master in case of a version mismatch.
The AP receives the configuration from the controller

©® N o o &

The AP creates the GRE tunnel through which the user traffic flows.
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CPSec Tunnels
Figure 12 illustrates the AP tunnels setup with CPSec.

Figure 12 AP Tunnels Setup with CPSec

GRE

The tunnels setup process includes the following steps:
1. The AP sets up the IPsec tunnel with the controller.
2. The PAPI Control Traffic flows inside IPsec.

3. The GRE tunnels are set up in the clear.
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CPSec Cluster Root for Multiple Masters

Keeping the CPSec cetrtificate trust hierarchy in mind, it is important in multi-master deployments to group

independent master controllers in a CPSec cluster with one master acting as the CPSec cluster root as illustrated in
Figure 13. The advantages are the following:

e Independent masters’ CPSec whitelists remain in synchronization.
o The CPSec cluster root acts as the certificate trust anchor for all controllers and APs.
o All other masters are certified by that CPSec cluster root self-signed certificate.

e APs could move from one master controller domain to another without re-certification.

H We highly recommend that the CPSec cluster root have a backup master controller to safeguard the trust anchor
NOTE certificate and keys in case of failure of the trust anchor.

Figure 13 CPSec Cluster Root for Multiple Masters

Master (Cluster Root)

Master
(Cluster Member)

Master
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Chapter 3

Redundancy Overview

This chapter includes the following topics:

e Legacy Redundancy on page 30

e Redundancy with AP Fast Failover on page 35

e HA Support for Bridge Mode on page 53

e HA Supported AP Forwarding Modes on page 53

Legacy Redundancy
This section includes the following topics:

e VRRP on page 31
e LMS/Backup-LMS on page 34

Two mechanisms are used to achieve legacy redundancy (prior to ArubaOS 6.3):
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VRRP
VRRP is alayer 2 protocol that provides redundancy at the controller level as illustrated in Figure 14.

VRRP eliminates controller single point of failure when an election process between two controllers yields a VRRP
Active controller that owns the virtual IP address (VIP) of the VRRP instance. A VRRP Backup controller steps in to
take ownership of the VIP when the VRRP Active controller becomes unavailable.

Two commonly used VRRP scenarios are considered:

1. VRRP between two Master controllers:

Redundancy of the Master controllers is achieved through the master-master redundancy feature based on a
single VRRP instance between the 2 master controllers.

2. VRRP between two Local controllers:

Two scenarios for VRRP redundancy between two local controllers are reviewed: Active-Standby and Active-
Active.

a. Active-Standby runs a single instance of VRRP and the LMS IP = VIP. As aresult, all APs terminate on the
active local that handles all users traffic, while the standby local is idle.

b. Active-Active runs two instances of VRRP: Local1 would be active for instance VRRP1, while Local2 would
be Active for instance VRRP2.

The AP load is divided between the 2 locals on a per ap-group basis where VIP1 is used as LMS IP for the first
group, and VIP2 is the LMS IP for the second group.

Figure 14 VRRP between Controllers
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Master Redundancy

As illustrated in Figure 15, the Master redundancy is deployed in the following manner:
o VRRP between the two master controllers.

e Master-redundancy enabled.

o Periodic database synchronization enabled.

e LMS-IP configured to be the VRRP VIP for AP termination.

o If the master controller fails, then the standby becomes the active master.

Figure 15 Master Redundancy
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A Master failover illustrated in Figure 16 goes through the following sequence of events:

1. The Active Master 10.10.1.1 fails.

2. The Standby Master detects the failure after three (3) consecutive VRRP keep-alive timeouts.
3. The Standby Master takes ownership of the VIP and becomes the new Active Master.

4. The AP bootstraps and rebuilds its tunnels with the new Active Master.

Figure 16 Active Master
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LMS/Backup-LMS

LMS/Backup-LMS is primarily a mechanism at the AP level that relies on heartbeat timeouts with the LMS controller
to fail over to a pre-configured Backup-LMS controller. Since APs are typically one or more hops away from their
controllers, the mechanism is inherently a layer 3 mechanism.

When controllers are in separate L3 networks, VRRP cannot be used for redundancy. In such case, the
LMS/Backup-LMS should be used for redundancy as illustrated in Figure 17.

In this scenario:

The AP terminates on the LMS controller.

If the LMS controller fails.

Eight missed heartbeats trigger an AP failover.
The AP comes up on the Backup-LMS.

Figure 17 LMS/Backup-LMS

Backup-LMS

10.10.1.1 20.20.1.1

Legacy Redundancy Key Considerations

Controller unavailability detected after 3 seconds (VRRP) and 8 heartbeat misses - 8 seconds (LMS/Backup-
LMS).

APs re-bootstrap when failing over that introduces additional delays while virtual APs (VAPSs) are initialized and
radios are reset.

SSIDs are not available during AP failover.

The setup of tunnels for a large number of APs introduces slower failover performance that affects the scalability
of legacy redundancy solutions.
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Redundancy with AP Fast Failover

The High Availability (HA) - AP Fast failover was introduced in 6.3 onward to significantly enhance and reduce AP
failover time to a standby controller.

The enhanced AP failover is achieved through the following mechanisms:

o Pre-established CPSec and standby GRE tunnels to a designated HA Standby controller.

e The AP does not bootstrap upon failover.

e The AP does not turn off its SSIDs and radios upon failover.

e Sub-second controller failover detection in 6.4 onward thanks to inter-controller heartbeat feature.

The AP Fast Failover feature can operate in L2 and L3 networks within the same campus.
This section includes the following topics:

e High Availability Controller Roles on page 35

e HA and Legacy Redundancy Comparison on page 35

e Deployment Models on page 36

e Flow on page 39
e HA Enhancement Features on page 40

High Availability Controller Roles
You can configure a controller with one of the following three HA roles:

o Active — The LMS controller that terminates active AP tunnels and hosts user sessions. In such a role, it cannot
act as an HA standby controller.

o Standby — The controller acts as a failover Standby controller only, and cannot be an LMS controller for APs to
establish their initial connections and download their configuration.

e Dual - A dual controller can support both roles (acting as active controller for one set of APs, and a standby
controller for another set of APs). This is the recommended role except for N+1 deployments.

We recommend configuring HA controllers as Dual except for N+1 deployments, where you would configure your
standby controller as "Standby".

HA and Legacy Redundancy Comparison
The following table compares HA - AP fast failover with the legacy redundancy (VRRP, LMS/Backup-LMS).

Table 3: HA and Legacy Redundancy Comparison
Feature Legacy Redundancy HA-AP Fast Failover

Failover Slow failover to standby controller due to AP config Much faster failover with use of standby tunnel
re-download (re-bootstrap) and tunnel build up. and no configuration to re-download.
Messages Approximately 10 messages exchanged between Only one message exchanged during failover.

AP and controller.

Tunnels Additional IKE/IPsec overhead in case of CPSec. Standby IPsec tunnel already established.
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Deployment Models
In HA-AP fast failover, you can deploy controllers in one of the following three models as illustrated in Figure 18.

o Active / Active — Both controllers are deployed in HA Dual role and are actively terminating APs and processing
user traffic. In this model, they are both acting as LMS controllers (HA Active) for 40% of their maximum AP
capacity and backup (HA Standby) for each other. If one of the controllers becomes unreachable, the other
controller will carry the total AP load.

o Active / Standby — Although both controllers are deployed in HA Dual role, only one controller acts as the LMS
that terminates all APs.

The other controller acts as HA Standby that terminates all standby tunnels from all deployed APs. If the Active
controller becomes unreachable, all APs fail over to the Standby controller. See Active and Standby Tunnel
Details on page 37 for more information.

e N+1 —Inthis model, multiple controllers, deployed in an HA Active role, are sharing the termination of all APs,
while a single controller deployed in HA Standby role, acts as the backup for all the active controllers. This model
requires that the AP capacity of the standby controller is able to support the total number of APs distributed
across all active controllers in the HA group.

Figure 18 HA-AP Fast Failover Deployment Models
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Active and Standby Tunnel Details
The Active / Standby model is illustrated in Figure 19.

Figure 19 AP Failover to Pre-Established Standby Tunnels
HA Active HA Standby

Active Tunnel

== == = Standby Tunnel

The process includes the following steps:

Figure 20 Active Tunnel

HA Active HA Standby

Active Tunnel

== == = Standby Tunnel

1. The active controller goes down.
2. The AP detects failure after eight missed heartbeats.
3. The AP tears down its GRE tunnel.
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Figure 21 Standby Tunnel Becomes Active
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4. The GRE standby tunnel becomes active for user traffic.
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Flow
Figure 22 illustrates the HA-AP fast failover flow in the network.

(2

Figure 22 AP Fast Failover Flow
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From an HA perspective, that LMS controller is considered the HA Active controller for that AP.

w

Other controllers in either Dual or Standby roles within the same HA group become potential HA Standby
controllers for that AP.

»

Once the AP connects with its HA Active controller, that controller notifies the AP of its assigned HA Standby
controller IP.

o

The AP contacts its assigned Standby controller using a ‘standby’ flag.

o

Once the handshake is complete, the HA Standby controller acknowledges the AP connection as a Standby
connection.

~

The AP informs its HA Active controller of its successful connection with its assigned HA Standby controller.

(0]

. The AP exchanges heartbeats with the HA Standby controller in the same manner it does with the HA Active
controller.

9. If CPSec was enabled, the AP would have also established an IPSec tunnel with the HA Standby controller to
secure the control channel communication (PAPI).

An AP standby connection does not consume an additional AP license. However, such connection is counted
against the AP platform capacity on that controller.

Example: A 7005 controller can accommodate 16 combined active and standby APs.

39 | Redundancy Overview Campus WLAN Redundancy



HA Enhancement Features

ArubaOS 6.4 introduced several major enhancements to the AP Fast Failover introduced in 6.3 to further improve
controller failure detection and 802.1X client reconnection, as well as introducing a platform over-subscription feature
to better support the N+1 model. Another feature added was to bring HA support to the Master-Master redundancy
topology.

Here is a brief description of each enhancement:

Inter-Controller Heartbeat — Rather than waiting for the AP eight consecutive heartbeats to detect a controller
that has become unreachable, a heartbeat sent by the HA Standby controller and acknowledged by the HA
Active controller was implemented to quickly detect an Active controller failure (71 second). See Inter-Controller
Heartbeat on page 40 for more information.

Client State Synchronization — This feature reduces the time taken by dot1x clients to reconnect after a
controller failover by synchronizing the PMK entries between Active and Standby controllers. As a result, only a
4-way handshake takes place rather a full dot1x authentication. See Client State Synchronization on page 44 for
more information.

Capacity Extension — This feature is also known as N+1 Over-Subscription. This feature supports the N+1
deployments where one controller is dedicated to backup N LMS controllers. It overcomes the platform AP
capacity restriction to allow more ‘standby’ APs to connect with standby tunnels beyond the platform capacity
limitation. See Capacity Extension on page 47 for more information.

Master-Master Redundancy — In ArubaOS 6.4, a standby master using the master-master redundancy feature
is permitted to terminate ‘standby’ tunnels from APs, thus supporting the HA-AP Fast Failover feature. See
Master Redundancy on page 51 for more information.

Inter-Controller Heartbeat

The inter-controller heartbeat enhancement was introduced in ArubaOS 6.4 to provide faster AP failover in case the
LMS controller is unreachable.

Inter-controller heartbeat works independently from the AP mechanism that sends heartbeats from the AP to the
controller and it supersedes the AP's heartbeat to its controller, since itis able to detect an unreachable active controller
NOTE much faster than AP heartbeats.

This section includes the following topics:

Introduction on page 40

Failover Scenario on page 41

Inter-Controller Heartbeat Flow on page 43

Introduction
The inter-controller heartbeat includes the following features:

Faster detection of active controller failure.
AP failover time less than 1 second.
All controller platforms except 650/620 are supported.
The Active/Active, Active/Standby, and N+1 topologies are supported.
A single standby can simultaneously heartbeat up to seven (7) active controllers.
Independent of the traditional AP to controller heartbeat mechanism.
Once the inter-controller heartbeat feature is enabled, the HA standby controller sends heartbeats to the HA active

controller every 100 msec (default), and if five (5) consecutive heartbeats are missed (not acknowledged), the
standby controller instructs the APs to failover.
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| d Inter-controller heartbeat interval and threshold values may need to be changed from their default values to account for
link latency and network congestion between the HA active and standby controllers.

It is to be noted that an AP may still fail over to its HA Standby controller, independently of the Inter-Controller
Heartbeat feature, if it misses 8 consecutive heartbeats along its path to its HA Active controller.

The Inter-Controller Heartbeat feature is not supported by the Master Redundancy topology due to the dependency
of this topology on VRRP heartbeat timeouts for its failover.

The Heartbeat frame is a PAPI message that originates from the control-plane of the HA Standby controller-ip to the
HA Active controller-ip, and awaits acknowledgment by the data-plane of the HA Active controller.
Failover Scenario

An Inter-Controller Heartbeat failover scenario is illustrated in Figure 23, Figure 24 and Figure 25.

Active controller fails.

Standby controller misses 5 consecutive heartbeats after 500 msec.
Standby controller instructs AP to fail over.

AP sends 802.11 de-authentication frames to its associated clients.

AP tears down its tunnel to failed Active controller.

2RI

AP existing Standby tunnel becomes Active to new Active controller.

Figure 23 Inter-Controller Heartbeat Failover Scenario 1
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Figure 24 Inter-Controller Heartbeat Failover Scenario 2
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Figure 25 Inter-Controller Heartbeat Failover Scenario 3
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Inter-Controller Heartbeat Flow

Before the heartbeats begin, the AP connects to the active controller. The active controller notifies the AP of the
standby controller IP address. The AP contacts the standby controller with a Hello message with the "standby" flag
set, to ensure that it has connectivity to the standby controller. The standby controller responds to the Hello
message sent by the AP. The AP is in the UP status on the standby controller with the standby tunnel set. The AP
informs its active controller of its successful standby status on the designated standby controller.

Figure 26 illustrates the inter-controller heartbeat flow in the AP fast failover.

Figure 26 Inter-Controller Heartbeat Flow
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The flow includes the following steps:

1. Once thefirst AP to establish a standby tunnel with its HA standby controller is UP